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Celem artykutu jest przedstawienie doswiadczen Polskiej Agencji Rozwoju Przedsiebiorczosci
(PARP) z pilotazu wdrozenia agenta Al, przeprowadzonego w sierpniu 2025 r. Opracowane
narzedzie wykorzystywato model LLM w metodzie Retrieval-Augmented Generation (RAG) i
zostato uruchomione na infrastrukturze lokalnej.

Opis pilotazu, przedstawiony w rozdziale 2, zostat poprzedzony omdwieniem trzech
podstawowych zagadnien, ktdre pozwalajg lepiej zrozumie¢ przedmiot i kontekst pilotazu:

= Jakie jest podstawowe zadanie modelu LLM?

= Czym jest Retrieval-Augmented Generation (RAG)?

= Jakie sg kluczowe aspekty dziatania agentéw Al na infrastrukturze lokalnej w
poréwnaniu do rozwigzan chmurowych?

W ostatnim rozdziale przedstawiono podsumowanie oraz plany PARP zwigzane z dalszym
wdrazaniem agentow Al w organizacji.

1. Podstawowe zagadnienia

1.1. Jakie jest podstawowe zadanie modelu LLM?

Podstawowym zadaniem duzych modeli jezykowych (Large Language Models, LLM) jest
generowanie odpowiedzi na pytanie zadane przez uzytkownika'. Modele te nie wyszukuja
informacji (np. w zewnetrznych bazach danych lub wyszukiwarkach). Ich dziatanie polega na
statystycznym przewidywaniu kolejnych tokenédw? na podstawie wzorcéw poznanych w
trakcie uczenia sie modelu.

Model jezykowy zawsze wygeneruje odpowiedz na zadane pytanie, przy czym wazne jest,
aby zrozumied co sie dzieje, gdy zadane pytanie wykracza poza ,wiedze” modelu? (zakres
danych, na ktérych model byt uczony). W zaleznosci od metody treningu, dany model moze:

*  przyznac sie do niewiedzy - wygenerowaé odpowiedz, w ktorej napisze np., ze nie
posiada wiedzy na dany temat;

»  |ub prébowac ,,zgadnga¢” poprawng odpowiedz — wygenerowac odpowiedz, ktéra jest
jezykowo poprawna i brzmi wiarygodnie, lecz moze by¢ btedna (zjawisko to okreslane
jest mianem halucynacji).

To jak sie zachowa zalezy od tego jak byt uczony — ktére z powyzszych zachowan byto
nagradzane (czy lepiej zgadywaé, czy przyznac sie do braku wiedzy?).

Wiedza, na ktdrej opierajg sie odpowiedzi modelu jezykowego, pochodzi z dwdch gtéwnych
zrodet:

1. Danych treningowych

Model jest uczony na bardzo duzym zbiorze tekstéw, obejmujgcym ksigzki, artykuty,
strony internetowe, dokumenty techniczne. Wiedza zawarta w tym zbiorze:

1 Jest to celowe uproszczenie majace za zadnie przedstawienie idei. W praktyce, zapytanie (prompt) wystane do modelu nie
musi mie¢ formy pytania — jest to po prostu tekst (lub inna informacja — np. obraz), w odpowiedzi na ktéry model generuje
odpowiedz.

2 Token to najmniejsza jednostka tekstu przetwarzana przez model jezykowy — moze to by¢ cate stowo, jego fragment,
znak interpunkcyjny lub symbol.

3 Technicznie rzecz biorgc, model nie przechowuje wiedzy wprost, tylko reprezentacje statystyczne wzorcéw jezykowych.



= jest statyczna (nie aktualizuje sie samoczynnie — jest aktualna wedtug stanu na
moment zakonczenia treningu modelu),

= ma charakter ogdlny,

® nie obejmuje wewnetrznych dokumentéw, procedur czy kontekstu konkretnej firmy.

2. Tresci promptu

Prompt, oprécz pytania, moze zawierac rowniez dodatkowe informacje — np. fragmenty
tekstow wybranych publikacji branzowych. Dostarczony w prompcie tekst, model
traktuje jako kontekst — informacje, na ktérych powinien oprze¢ swojg odpowiedz.

Jezeli kontekst zawiera informacje umozliwiajgce poprawng odpowiedZ na postawione przez
uzytkownika pytanie, ryzyko braku odpowiedzi lub halucynacji moze zostac znaczgco
ograniczone. Warto podkresli¢, ze im bardziej precyzyjne, aktualne i jednoznaczne sg tresci
(kontekst) zawarte w naszym prompcie, tym wieksze jest prawdopodobienstwo uzyskania
poprawnej odpowiedzi. Samodzielne wyszukiwanie takich tresci oraz ich reczne wklejanie
do promptoéw jest jednak niepraktyczne i czasochtonne — proces ten mozna jednak
zautomatyzowac wykorzystujgc opisang ponizej metode Retrieval-Augmented Generation
(RAG).

1.2. Czym jest metoda RAG?

Metode Retrieval-Augmented Generation (RAG) najlepiej wyttumaczy¢ na ponizszej analogii.

Nauczyciel zadat uczniowi pytanie: ,,Co jadty dinozaury?” Uczert w tym momencie nie miat
informacji, dzieki ktorym mdogtby udzieli¢ poprawnej odpowiedzi. Mdgtby co prawda
zaryzykowac i zgadywac — ale odpowiedz mogtaby byc¢ btedna. Postanowit wiec, ze pdjdzie do
biblioteki.

W bibliotece uczen powiedziat bibliotekarzowi, ze szuka ksigzek w ktorych mogtby znaleZzé
informacje o tym co jadty dinozaury. Bibliotekarz nie znat tresci wszystkich ksigzek na pamiec,
ale miat bardzo dobrze przygotowany katalog, w ktérym kazda ksigzka byta opisana w
sposob oddajqcy jej tresc.

Na podstawie pytania ucznia bibliotekarz uznat, Zze poszukiwane informacje mogq by¢
zwigzane z tematami takimi jak: dinozaury, gady mezozoiczne i prehistoria. Bibliotekarz
wyszukat w katalogu 5 ksigzek najbardziej zwiqzanych z tymi tematami i przynidst je
uczniowi. Po ich przeczytaniu, uczen udzielit poprawnej odpowiedzi na zadane mu pytanie.

Powyzsza analogia pozwala intuicyjnie zrozumieé idee RAG. Ponizej opisano, jak ten
mechanizm realizowany jest w praktyce. W przedstawionej historii, nauczyciel jest
uzytkownikiem, a uczen jest modelem jezykowym. Model mégtby sprobowac wygenerowac
odpowiedzZ na postawione pytanie, jednak bez odpowiedniego kontekstu, jego odpowiedz
mogtaby by¢ niepoprawna (odpowiedz mogtaby by¢ halucynacjg). W metodzie RAG,
kluczowe jest dotgczenie do pytania odpowiedniego kontekstu — informacji, ktére
umozliwityby udzielenie odpowiedzi na nasze pytanie.

W tym celu tworzona jest baza wiedzy w formie bazy danych (przedstawiona w powyzszej
historii jako biblioteka). Stworzenie i utrzymanie bazy danych jest kluczowym zadaniem w
budowie agentéw Al — model LLM musi mie¢ dostep do wartosciowej i uporzgdkowanej bazy
wiedzy. Baza powinna zawiera¢ uporzgdkowang wiedze w formie jednostek tekstu — tekst
powinien by¢ oczyszczony z niepotrzebnych znakéw, podzielony na okreslone fragmenty (np.



akapity) i logicznie uporzadkowany (np. z zachowang informacja o strukturze rozdziatowej).
Tak przygotowane jednostki tekstu nalezy zwektoryzowaé — z wykorzystaniem modelu
embeddingowego, oblicza sie cigg liczb, ktdre oddajg znaczenie kazdej kolejnej jednostki
tekstu. Modele embeddingowe charakteryzujg znaczenie jednostek tekstu w kilkuset lub
kilku tysigcach wymiaréow (w zaleznosci od zastosowanego modelu). Dla zrozumienia
mechanizmu dziatania takiego modelu, zatézmy, ze korzystamy z modelu embedingowego
obliczajacego wartosc tylko dla dwdch wymiardw: gender (ptec) i age (wiek). Wizualizacja
efektow pracy takiego modelu widoczna jest na ponizszej ilustracji. Wektor dla granfather
ma wartos$¢ [1,9]; dla child [5,2]. Jest to wyfacznie uproszczony przyktad ilustracyjny — w
praktyce modele embeddingowe nie operujg na tak prostych i nazwanych wymiarach.

Rysunek 1 Jak embedding koduje znaczenie stéw?
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Zrodto: https://www.cs.cmu.edu/~dst/WordEmbeddingDemo/tutorial.ntml

Jak zauwazono wczesniej, w praktyce, model embeddingowy ocenia zwigzek zadane;j
jednostki tekstu z wieloma tysigcami tematow. Informacje te zapisywane sg w bazie danych
w osobnej kolumnie (w powyzszej historii, funkcje tg petni katalog). Co nalezy podkresli¢,
praca ta nie jest zwigzana bezposrednio z pojedynczym pytaniem wystanym do modelu —
baza wiedzy jest przygotowywana i utrzymywana niezaleznie od wysytanych do modelu
pytan (baza wiedzy jest niezalezna od modelu jezykowego).

W momencie zadania pytania, zanim trafi ono do modelu jezykowego, tres¢ pytania jest
wektoryzowana (analogicznie, jak jednostki tekstu z bazy wiedzy). Nastepnie stworzone w
tym celu narzedzie (bibliotekarz) szuka w bazie danych okreslong liczbe wierszy (np. 5),



ktorych wektory sg najbardziej zblizone znaczeniowo do wektoru naszego pytania. W dalszej

kolejnosci, tres¢ jednostek tekstu (ksigzek) zwigzanych z tymi wektorami dotgczana jest do

tresci pytania i jest wysytana do modelu jezykowego (ucznia), dzieki czemu zwiekszamy

prawdopodobienstwo, ze udzielona odpowiedz bedzie poprawna.

1.3. Jakie sg kluczowe aspekty dziatania agentow Al na
infrastrukturze lokalnej w porédwnaniu do rozwigzan

chmurowych?

Stworzenie narzedzia (agenta Al) wykorzystujgcego model LLM w metodzie Retrieval-
Augmented Generation (RAG) wymaga odpowiedniej infrastruktury obliczeniowej. Model
jezykowy, model embeddingowy, baza wiedzy oraz mechanizmy wyszukiwania kontekstu
muszg dziata¢ w srodowisku zapewniajgcym wystarczajgcg moc obliczeniowg, dostepnosé
oraz bezpieczenstwo danych.

W praktyce organizacje stojg przed podstawowym wyborem:

= uruchomienie agenta Al na infrastrukturze lokalnej — zakupionej i utrzymywanej przez
organizacje, zlokalizowanej w przestrzeni przez nig zarzadzanej i kontrolowanej;

= skorzystanie z rozwigzan chmurowych - infrastruktury wynajmowanej od zewnetrznego
dostawcy, stanowigcej jego wtasnosc i zarzgdzanej w jego Srodowisku.

Oba podejscia umozliwiajg tworzenie agentéw Al, jednak warto mieé Swiadomos¢
uwarunkowan z nimi zwigzanych. W dalszej czesci rozdziatu skupimy sie na trzech
kluczowych obszarach: koszcie, bezpieczenstwie oraz odpowiedzialnosci za wynik pracy
agenta*.

W kontekscie generatywnej Al - w tym modeli LLM - nalezy jasno powiedzie¢, ze: nie istnieje
cos$ takiego jak darmowa generatywna sztuczna inteligencja.

Model jezykowy moze by¢ udostepniany bez optat licencyjnych (np. jako open source),
jednak jego dziatanie zawsze wymaga infrastruktury obliczeniowej oraz energii, ktérych
wykorzystanie wigze sie z realnym kosztem. Czes¢ modeli LLM dostepna jest wytgcznie w
formie ustug chmurowych i nie moze zosta¢ uruchomiona lokalnie. Jednoczesnie liczba
modeli open source jest znaczaca i stale ro$nie. Na publicznych platformach (np. Hugging
Face) dostepna jest bardzo duza liczba modeli dedykowanych generowaniu tekstu,
obejmujaca zaré6wno modele bazowe, jak i ich liczne warianty®.

4 Nie jest to zamknieta lista aspektow, ktére nalezy braé pod uwage przy projektowaniu agentéw Al.
5 Stan na dzierr 30.01.2026: 321 071; https://huggingface.co/models?pipeline_tag=text-generation
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W przypadku udostepnienia modelu LLM jako open source model taki moze pracowac
zaréwno na infrastrukturze lokalnej organizacji, jak rowniez w chmurze. Cho¢ niektére z
modeli moga by¢ uruchamiane nawet na standardowych komputerach, to ich mozliwosci sg
czesto ograniczone®. Tworzenie agentéw Al zdolnych do udzielania poprawnych,
szczegbtowych i uzytecznych odpowiedzi w praktycznych zastosowaniach wymaga
infrastruktury dedykowanej pracy takich modeli.

W zaleznosci od wybranego podejscia, rézni sie sposdb ponoszenia kosztow:

= w modelu lokalnym organizacja inwestuje w zakup i utrzymanie infrastruktury -
serweréw (w tym m.in. akceleratory, GPU) oraz energii elektrycznej. Jest to w duzej
mierze koszt staty, niezalezny od liczby zapytan uzytkownikéw, ale wymagajacy istotnej
inwestycji poczatkowej. Koszt energii jest kosztem zmiennym, zaleznym od
intensywnosci wykorzystania systemu.

= w modelu chmurowym koszt ma charakter zmienny i jest zwykle uzalezniony od
zuzycia — w uproszczeniu od liczby przetwarzanych tokendw, a wiec liczby i dtugosci
zapytan. Rodzi to ryzyko nieprzewidywalnych kosztéw, ktérych skala moze by¢ trudna
do oszacowania. Jednym ze sposobdw kontroli wydatkdéw jest wprowadzenie limitéow
zuzycia, co jednak moze prowadzi¢ do czasowej niedostepnosci narzedzia dla
uzytkownikéw.

Trudno jest jednoznacznie okresli¢, ktére podejscie jest bardziej optacalne — koszt w obydwu
podejsciach jest zalezny od wielu zmiennych (m.in. liczby uzytkownikéw modelu w
organizacji) i jest zmienny w czasie (m.in. w zaleznosci od zmian cen infrastruktury oraz
konkurencji cenowej dostawcdéw ustug chmurowych). Warto jednak mieé swiadomosg, ze
koszt ustug chmurowych, przy duzej liczbie uzytkownikow, w dtugiej perspektywie moze byé
znaczacy. Zaktadajac koszt 80 zt za jedng licencje na miesigc, w przypadku 500
uzytkownikdw, w perspektywie 3 lat tgczny koszt wynositby 1,44 min zt.

Nalezy rdwniez podkresli¢, ze jezeli organizacja nie ponosi zadnego bezposredniego kosztu
finansowego korzystania z modelu LLM, to w wielu przypadkach ponosi koszt posredni — w
postaci danych, ktdre mogg by¢ wykorzystywane przez dostawce ustugi.

Bezpieczenstwo

Agent Al wykorzystujgcy model LLM w metodzie Retrieval-Augmented Generation (RAG), co
do zasady, jest narzedziem, ktéremu udostepniane sg dane. W wiekszosci przypadkéw s3 to
dane niepubliczne — informacje, ktére stanowig wtasnosé organizacji lub za ktére
organizacja ponosi odpowiedzialnos¢. Przyktadowo, aby model LLM mdgt analizowac tresé
umoéw zawartych przez organizacje, musi mie¢ do nich bezposredni dostep.

W tym kontekscie kluczowym zagadnieniem staje sie bezpieczenstwo danych, w
szczegdblnosci danych osobowych oraz informacji poufnych. W przypadku modelu LLM
dziatajgcego na infrastrukturze lokalnej dane pozostajg w Srodowisku organizacji i nie
opuszczajg jej infrastruktury. Organizacja nie przekazuje wowczas odpowiedzialnosci za
bezpieczenstwo danych podmiotom trzecim.

6 Maty model jezykowy mozna uruchomic na zwyktym komputerze bez specjalistycznej karty graficznej, ale generowanie
odpowiedzi bedzie wtedy wyraznie wolniejsze. Wbudowany w nowsze komputery uktad NPU moze to dziatanie przyspieszy¢
i zmniejszy¢ zuzycie energii, jednak nie zastgpi wydajnych serwerdw przy wiekszych modelach lub wiekszej liczbie
uzytkownikdéw. Praca mniejszych modeli jezykowych moze tez wigzaé sie z wiekszym ryzykiem halucynacji.
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W przypadku rozwigzan chmurowych dane organizacji sg przetwarzane na infrastrukturze
nalezgcej do zewnetrznego dostawcy, co wigze sie z ograniczeniem bezposredniej kontroli
nad nimi. W szczegdlnosci:

= dane mogg byc¢ przetwarzane na infrastrukturze zlokalizowanej w innym kraju, w tym
poza Unig Europejska;

= organizacja nie ma petnej kontroli nad sposobem wykorzystania przekazywanych danych
— niezaleznie od zapiséw umownych istnieje ryzyko ich uzycia np. do trenowania
modeli;

= organizacja nie ma petnej kontroli nad listg podmiotéw majacych dostep do
przekazywanych danych, w tym w sytuacjach, gdy dostep do nich moze zostac
wymuszony przez organy panstwowe kraju, w ktérym fizycznie zlokalizowana jest
infrastruktura.

Budowa agentdéw Al na infrastrukturze lokalnej zapewnia réwniez wiekszg niezaleznos¢ od
decyzji podejmowanych poza organizacja. Lokalny agent Al jest mniej podatny na nagte
zmiany cen ustug chmurowych, ograniczenia dostepnosci czy decyzje regulacyjne i
polityczne, ktére moga wptywadé na ciggtosc dziatania systemu.

Odpowiedzialnos¢ za decyzje

Niezaleznie od tego, czy agent Al dziata na infrastrukturze lokalnej, czy w chmurze,
kluczowym aspektem jego wykorzystania pozostaje odpowiedzialnos¢ za decyzje
podejmowane na podstawie jego pracy. Agent Al moze znaczgco przyspieszy¢ oraz
zautomatyzowac proces analizy danych, a takze dostarczy¢ wartosciowych rekomendacji,
jednak odpowiedzialnos¢ za ostateczng decyzje zawsze spoczywa na cztowieku.

Zatdézmy sytuacje, w ktdrej agent Al ma za zadanie oceniaé wnioski o dofinansowanie. Agent
moze przeprowadzié analize wniosku oraz zaproponowac ocene wraz z jej uzasadnieniem,
jednak sama decyzja powinna pozostac po stronie cztowieka. Moze on oprzeé sie na wyniku
pracy agenta, lecz to wtasnie cztowiek bedzie zobowigzany do uzasadnienia decyzji —
zaréwno wobec wnioskodawcy, jak i instytucji kontrolnych.

W przypadku btedu odpowiedzialno$¢ oraz jego konsekwencje zawsze ponosi cztowiek lub
organizacja, a nie agent Al. Przenoszenie odpowiedzialnosci na ,,decyzje algorytmu”, ktérego
dziatania nie da sie w petni wyttumaczy¢, moze stanowic istotne ryzyko prawne i
organizacyjne. Z tego wzgledu agenci Al powinni by¢ projektowani jako systemy
wspierajace proces decyzyjny, a nie jako rozwigzania, ktore go catkowicie zastepujq.



2. Pilotaz

Pilotaz przeprowadzono w sierpniu 2025 r. Prace realizowano na lokalnej infrastrukturze.

2.1. Cele

Podstawowym celem naszego pilotazu byto zweryfikowanie mozliwosci stworzenia
dziatajgcego lokalnie agenta Al wykorzystujgcego model LLM w metodzie Retrieval-
Augmented Generation (RAG). Dodatkowo pilotaz miat na celu:

= ocene jakosci i uzytecznosci agentéw Al w praktycznym zastosowaniu;

= zweryfikowanie wymagan infrastrukturalnych pod katem przysztych wdrozen agentow
Al;

® nabycie kompetencji w zakresie projektowania i budowy agentéw Al.

2.2. Zatozenia

Zatozylismy stworzenie agenta Al petnigcego jasno okreslong, ograniczong role. Zadaniem
agenta byto udzielanie odpowiedzi na pytania dotyczgce informacji zawartych w intranecie
PARP, w szczegdlnosci w obszarach takich jak:

= sprawy administracyjne;

= sprawy informatyczne;

= sprawy kadrowe (w tym m.in. informacje o organizacji pracy, benefitach,
bezpieczenstwie);

» informacje o pracownikach.

Na wybdr zadania postawionego przed agentem wptyw miat fatwy dostep do danych oraz
potencjalna duza uzytecznosc rozwigzania dla szerokiej grupy pracownikéw PARP (pozwolito
to na zaangazowanie wiekszej liczby uzytkownikéw w testowanie narzedzia).

Zatozylismy, ze agent zostanie oparty na modelach dostepnych open source. W pilotazu
wykorzystaliémy model embeddingowy Qwen3-Embedding-8B’ oraz model LLM Qwen3-
32B%. Obydwa modele zostaty zainstalowane na lokalnej infrastrukturze.

2.3. Baza wiedzy

Baza wiedzy zbudowana na potrzeby pilotazu miata postac pojedynczej tabeli bazy danych,
liczgcej okoto 1000 rekordéw, z ktérych kazdy odpowiadat jednemu artykutowi z intranetu.

Na potrzeby budowy bazy wiedzy utworzono dedykowang baze danych PostgreSQL. Baza
zostata rozszerzona o dodatek VectorChord®, ktory umozliwia przechowywanie
embeddingdw w postaci wektoréw oraz wykonywanie operacji wyszukiwania podobienstwa
wektorowego. Mechanizm ten pozwala m.in. poréwnywaé wektor odpowiadajgcy pytaniu
wystanemu do modelu LLM z wektorami reprezentujgcymi jednostki tekstu zapisane w bazie
wiedzy. Instalacja odpowiedniego rozszerzenia (takiego jak VectorChord lub inne narzedzie

7 https://huggingface.co/Qwen/Qwen3-Embedding-8B
8 https://huggingface.co/Qwen/Qwen3-32B
9 https://vectorchord.ai/



do obstugi wektoréw) umozliwia sprawng realizacje operacji wektorowych, ktére sg
kluczowe dla wyszukiwania semantycznego w metodzie RAG.

Baze wiedzy wypetniono danymi pochodzgcymi z intranetu, uzupetnionymi o embeddingi
obliczone dla kazdej jednostki tekstu (artykutu intranetowego). Surowe dane zostaty
pobrane i zapisane w postaci pliku .xIsx'°, a nastepnie zaimportowane do Python. Z
wykorzystaniem modelu Qwen3-Embedding-8B dla kazdej jednostki tekstu obliczono
embedding w postaci wektora o 4096 wymiarach, opisujgcego jej znaczenie semantyczne
(kazda jednostka tekstu zostata scharakteryzowana w 4096 wymiarach). Tak przygotowane
dane zostaty nastepnie zapisane w bazie danych przy uzyciu biblioteki SQLAlchemy?*.

Baza wiedzy przygotowana na potrzeby pilotazu byta statyczna — dane zostaty pobrane
jednorazowo i nie byty pdzniej aktualizowane. Docelowe rozwigzanie powinno zostac
uzupetnione o mechanizm weryfikacji i aktualizacji bazy wiedzy (usuwania tresci
nieaktualnych oraz aktualizacji tresci, ktére sie zmienity).

2.4. Narzedzie

Narzedzie zostato przygotowane w dwdch wariantach:

= w postaci skryptu w jezyku Python,
= jako aplikacja udostepniona poprzez Open WebUI.

W obu wariantach zastosowano ten sam mechanizm wyszukiwania w bazie wiedzy kontekstu
dla zadanego pytania. Mechanizm zostat opracowany jako funkcja w Pythonie. Dla pytania
wprowadzonego przez uzytkownika funkcja oblicza jego embedding z wykorzystaniem
modelu Qwen3-Embedding-8B.

Nastepnie, przy uzyciu biblioteki SQLAlchemy, do bazy danych wysytane jest zapytanie SQL
typu SELECT, ktdrego celem jest zwrdcenie okreslonej liczby jednostek tekstu (domyslinie 5),
ktérych wektory sg najbardziej zblizone do wektora obliczonego dla pytania. Wyszukane
jednostki tekstu stanowig kontekst, ktéry uzupetnia tres¢ pytania wysytanego do modelu
LLM — funkcja zwraca tekst, a nie wektory.

Warto zauwazy¢, ze zapytanie kierowane do bazy danych ma postac¢ standardowego
zapytania SQL i moze by¢ fatwo dostosowane do wtasnych potrzeb, na przyktad poprzez
zmiane liczby zwracanych jednostek tekstu (np. 10 zamiast 5).

Skrypt w jezyku Python

W ramach skryptu stworzono funkcje, ktéra dla zadanego pytania:

= wyszukuje odpowiadajgcy mu kontekst (z wykorzystaniem mechanizmu opisanego
powyzej),

» przekazuje do modelu LLM Qwen3-32B*? tre$¢ pytania wraz z wyszukanym kontekstem,

= zwraca odpowiedZ modelu oraz tres¢ wyszukanego kontekstu.

10 Istnieje mozliwos¢ pobrania danych bezposrednio z bazy danych zawierajacych tresci z intranetu. Wymaga to jednak
ztozenia i rozpatrzenia wniosku o dostep. Uwzgledniajgc harmonogram realizacji pilotazu (3 tygodnie w sezonie urlopowym)
zdecydowano o samodzielnym pobraniu danych z intranet i zapisaniu ich w pliku .xIsx.

11 https://www.sqglalchemy.org/

12 https://huggingface.co/Qwen/Qwen3-32B
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Taka konstrukcja zapewnia, ze do modelu jezykowego trafiajg jednoczesnie pytanie
uzytkownika oraz powigzany z nim kontekst. Ponadto mozliwe jest wczesniejsze
przygotowanie listy pytan i uruchomienie narzedzia w petli, co pozwala na automatyczne
wygenerowanie odpowiedzi dla catego zestawu zapytan.

Rozwigzanie w postaci skryptu oferuje jednak ograniczone mozliwosci w zakresie pracy wielu
uzytkownikow oraz kontroli dostepu. Brakuje w nim m.in. gotowych mechanizméw
uwierzytelniania i zarzadzania uzytkownikami, co ogranicza jego zastosowanie w srodowisku
produkcyjnym.

Aplikacja udostepniona poprzez Open WebUi

Open WebUI*3 to open source’owy interfejs webowy umozliwiajacy interakcje z modelami
jezykowymi uruchomionymi na infrastrukturze lokalnej lub w chmurze. Uzytkownik korzysta
z niego w formie znanej z popularnych narzedzi typu ChatGPT — po uruchomieniu
przegladarki internetowej dostepne jest okno czatu, w ktérym mozna wpisa¢ prompt, a
nastepnie otrzymac wygenerowang odpowiedz. W przypadku korzystania z modeli
uruchomionych lokalnie zadne dane nie sg przesytane poza infrastrukture organizacji.

W ramach pilotazu, Open WebUI byto dostepne dla pracownikéw PARP po zalogowaniu sie z
wykorzystaniem standardowych poswiadczen. Uzytkownicy mogli zadawaé pytania do
modelu jezykowego Qwen3-32B, bez koniecznosci znajomosci technicznych szczegétéw jego
dziatania ani sposobu wyszukiwania kontekstu w bazie wiedzy.

W rozwigzaniu zastosowano Model Context Protocol (MCP) 4. MCP umozliwia okreslenie, z
jakich narzedzi model moze korzysta¢ w trakcie przetwarzania zapytania uzytkownika (np.
czy moze korzystaé z przygotowanych narzedzi do przeszukiwania wskazanych baz danych
lub przegladarki internetowej). MCP mozna poréwnac do regulaminu wspoétpracy miedzy
pracownikiem a dziatami wspierajgcymi. Okresla on, do kogo pracownik moze sie zwrdcié po
informacje i w jaki sposdb powinien to zrobi¢. Sam nie dostarcza wiedzy, ale umozliwia jej
pozyskanie w uporzagdkowany sposdb. Model jezykowy, na podstawie tresci promptu,
identyfikowat potrzebe pozyskania dodatkowego kontekstu i korzystat z (opisanego powyzej)
narzedzia do wyszukiwania kontekstu, ktére zostato mu udostepnione za posrednictwem
MCP.

Nalezy jednak zaznaczyé, ze mechanizm ten dziatat poprawnie w wiekszosci przypadkow, lecz
nie zawsze. Zdarzaty sie sytuacje, w ktérych model jezykowy nie rozpoznawat potrzeby
wyszukania kontekstu i generowat odpowiedz wytgcznie na podstawie wtasnej wiedzy. Aby
mie¢ pewnos¢, ze odpowiedz zostanie wygenerowana w oparciu o baze wiedzy, konieczne
byto jednoznaczne wskazanie tego w tresci promptu (np. ,,Ekspres do kawy nie dziata. Co
zrobié¢? Odpowiedz na podstawie kontekstu z intranetu.”).

13 https://openwebui.com/
14 https://modelcontextprotocol.io
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2.5. Efekty pracy

Tre$¢ udzielanych przez agenta odpowiedzi byta merytorycznie poprawna. Agent odpowiadat
po Polsku, przy czym widoczne byty drobne btedy jezykowe. Czas odpowiedzi na kazde
pytanie wynosit ok 1-2 minuty.

Ponizej przedstawione sg odpowiedzi agenta na dwa przyktadowe pytania:

= Ekspres do kawy nie dziata. Co zrobi¢?
= Jak otrzymad zwrot za okulary?

Pytanie: Ekspres do kawy nie dziata. Co zrobic¢?

W przypadku usterki ekspresu do kawy nalezy:
1. Nadpisa¢ wiadomos¢ e-mail na adres ***15, kontaktujac sie z *** *** (tel. ***, pokdj ***).

2. Zarejestrowac zgtoszenie w rejestrze usterek dostepna pod adresem:
“*#**\REJESTR_USTEREK\REJESTR_USTEREK_EKSPRESOW_DO_KAWY .xlsx .

*dkk **k* odpowiada za obstuge ekspreséw do kawy i koordynacje dziatan w takich
przypadkach. Inne osoby z kontekstu (np. *** *** ¥* ***) nje s3 odpowiedzialne za te
usterki.

Jesli problem dotyczy innych urzadzen lub systemoéw IT (np. komputera, sieci), nalezy
kontaktowad sie z HelpDesk PAR* (tel. ***).

Pytanie: Jak otrzymac zwrot za okulary?

Aby uzyskac zwrot kosztéw zakupu okularéw korekcyjnych lub soczewek kontaktowych w
PARP, nalezy postepowac zgodnie z ponizszymi zasadami:
Warunki przystugiwania refundacji:
1. Eligibilnosé:
= Pracownik musi by¢ zatrudniony na stanowisku wyposazonym w monitor ekranowy,
ktéry stosuje co najmniej potowe dobowego czasu pracy (np. 4 godziny dziennie przy
8-godzinnym wymiarze).
= Refundacja przystuguje raz na dwa lata kalendarzowe (24 miesigce od daty
akceptacji poprzedniego wniosku).

2. Dokumentacja medyczna:

= Wymagane sg badania okulistyczne przeprowadzone w ramach badan
profilaktycznych.

= |Lekarz okulista musi potwierdzi¢ w orzeczeniu lekarskim, ze stosowanie okularéw lub
soczewek jest konieczne do pracy przy monitorze ekranowym.

= W przypadku pogorszenia wzroku, wymiana okularow wymaga decyzji lekarza
okulisty (podczas badan medycyny pracy).

15 Czes¢ odpowiedzi udzielonych przez agenta zostata na potrzeby artykutu zanonimizowana. W oryginalnej odpowiedzi od
agenta, w miejscu *** widoczne byty poprawne dane.
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3. Limit refundacji:

=  Maksymalna kwota zwrotu to 700 zt na zakup okularéw lub soczewek kontaktowych.
Procedura wnioskowania o refundacje:
1. Ztozenie wniosku:

»  Wypetnij formularz "Wniosek o refundacje zakupu okularéw korekcyjnych / soczewek
kontaktowych" (link do dokumentu:
[https://***.parp.gov.pl/...](https://***.parp.gov.pl/images/Aktualnosci/2024/Wnios
ek_o_refundacj_okularw_korekcyjnych_lub_soczewek_kontaktowych.doc)).

= Zatgcz paragon za zakup okularéw/soczewek oraz orzeczenie lekarza okulisty.

2. Zatwierdzenie przez BZK:

= Whniosek przesytany jest do Biura Zarzgdzania Kadrami (BZK), gdzie decyduje dyrektor
o akceptacji rozliczenia.

3. Wygoda w przypadku pogorszenia wzroku:

= Jedli lekarz stwierdzi pogorszenie wzroku w zwigzku z pracg przy ekranie, refundacja
moze by¢ przyznana nawet przed uptywem 24 miesiecy od poprzedniego wniosku.

Kontakt i pomoc:
W sprawach zwigzanych z refundacjg okularéw nalezy kontaktowac sie z:
m kEkoxkE Specjalistg BZK (pokdj ***, tel. ***),

Dla pytan administracyjnych lub probleméw z wnioskiem (np. zwrot srodkdw) mozna
skorzystaé z pomocy ekspertéw Departamentu Kontroli (DK), np.:

_okkk kkk (tel ***)
. ’
_okkk kkk (tel ***)
. ’
_Okkk kkk (tel ***)
. ’

_ kX% kkk (tel ***)

Uwagi dodatkowe:
= W przypadku wymiany szkiet bez zmiany oprawy (np. tylko szkta), refundacja moze
by¢ przyznana nawet jesli nie minety 24 miesigce od poprzedniego wniosku.
= Refundacja obejmuje koszty zakupu, nie pokrywa innych wydatkéw (np. koszt
konsultacji lekarskiej).
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3. Podsumowanie

W ramach pilotazu udato sie stworzy¢ dziatajgcego lokalnie agenta Al wykorzystujgcego
model LLM w metodzie Retrieval-Augmented Generation (RAG). Agent korzystat z
zadanego modelu LLM i wyszukiwat informacji we wskazanej bazie danych. Agent Al byt
dostepny w formie skryptu python oraz poprzez Open WebUi. Obydwa rozwigzania dziataty
poprawnie, przy czym pierwsze z nich dawato wiekszg kontrole nad mechanizmem
wyszukiwania kontekstu. Narzedzie bazujgce na Open WebUi, byto bardziej intuicyjne dla
uzytkownikow, jednak zdarzaty sie sytuacje, w ktérych odpowiedz byta generowana bez
wczesniejszego wyszukania kontekstu w bazie wiedzy.

W stworzonym agencie Al, zaréwno model LLM jak i baza danych majg charakter modutowy
—agent dziata na wskazanym modelu i wskazanej bazie danych, ktére mozna zmieniac.
Oznacza to, ze ten sam agent moze korzystac z innego modelu, jak rowniez moze
wyszukiwaé informacji w innej bazie danych. Kluczowe znaczenie ma tu przygotowanie oraz
utrzymanie bazy danych. Model LLM musi mie¢ dostep do wartosciowej i uporzgdkowanej
bazy wiedzy. Bez niej odpowiedzi nie bedg zwigzane z kontekstem — istnieje ryzyko, ze
udzielone odpowiedzi bedg niepoprawne.

W ramach PARP podjelismy decyzje o kontynuowaniu prac nad tworzeniem i wdrazaniem
agentow Al dedykowanych konkretnym, okreslonym zadaniom. Potrzeba tworzenia agenta
bedzie zgtaszana oddolnie — tak, aby tworzenie nowych agentéw Al wynikato z realnych
potrzeb pracownikéw (przed rozpoczeciem prac wdrozeniowych, zgtoszone pomysty bedg
weryfikowane pod katem mozliwosci i zasadnosci ich realizacji). Uwzgledniajgc modutowosc
stworzonego rozwigzania, kluczowym jest opracowanie i utrzymanie baz wiedzy na potrzeby
danego agenta. Zadanie to bedzie realizowane przez poszczegdlne departamenty
merytoryczne, z wykorzystaniem przygotowanych w tym celu narzedzi informatycznych
(zapewnienie jakosci i aktualnosci tresci w bazach danych bedzie zadaniem przypisanym
poszczegdlnym departamentom merytorycznym).

W celu budowy, utrzymania i rozwoju agentow Al, PARP zakupit dedykowang
infrastrukture. Dokumentacja zwigzana ze zrealizowanym zamdwieniem jest dostepna pod
adresem: https://parp.eb2b.com.pl/open-preview-auction.html/492758/budowa-
srodowiska-do-trenowania-modeli-ai-zakup-serwera-gpu
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